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We derive a deterministic directional shoaling model and a stochastic directional
shoaling model for a gravity surface wave field, valid for a beach with parallel depth
contours accounting for refraction and nonlinear quadratic (three wave) interactions.
A new phenomenon of non-resonant spectral evolution arises due to the medium in-
homogeneity. The kernels of the kinetic equation depend on the bathymetry through
an integral operator. Preliminary tests carried out on laboratory data for a unidirec-
tional case indicate that the stochastic model also works rather well beyond the region
where the waves may be regarded as nearly Gaussian. The limit of its applicability
is decided by the dispersivity of the medium (relative to the nonlinearity). Good
agreement with both laboratory data and the underlying deterministic model is found
up to a value of about 1.5 for the spectral peak Ursell number. Beyond that only the
deterministic model matches the measurements.

1. Introduction
Much of the work devoted in recent years to the study of shoaling wave fields

has been directed at the more tractable simplifications of the problem assuming
unidirectionality, a mild bottom slope and weak dispersion. For the shallow-water
case one may cite the extensively tested Boussinesq-type model developed by Freilich
& Guza (1984), having quadratic near-resonant interactions as the dominant energy
exchange mechanism. The angular spectrum model derived by Suh, Dalrymple &
Kirby (1990) falls in the class of Schrödinger-type models, valid at the deeper end
of the beach, for a narrow spectrum and a dominant cubic-interaction nonlinear
energy exchange mechanism. The implied assumption of weak dispersion in the
above models is dropped in the work of Agnon et al. (1993). The evolution equation
derived describes the shoaling of unidirectional arbitrary wide spectra all the way
from deep into shallow water, with no restriction on the dispersion of the waves.
They assumed that refraction and the dominant nonlinear triad interactions are of
the same order and neglected cubic and higher-order processes.

The degree of complexity of a model may be increased further by widening its
scope to include directional spread, breaking, mean flows – a plethora of processes
may be brought in. A deterministic model such as the ones mentioned has, however,
limited utility. The sea state is essentially a stochastic process, and so in order to
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obtain a viable wave forecast one has to run the model over and over again, on many
different initial data sets and average the results. Apart from the question of how
many such data sets one needs, deep-water wave forecasts and measured data come
usually in the form of power spectra estimates with no information about modal
phases. Additional arbitrary assumptions about the missing data are then made –
usually uniformly distributed random phases. The alternative, which we pursue here,
is a stochastic shoaling model.

Regarding the system as stochastic, one seeks to describe its evolution by deriving
a hierarchy of equations for the statistical moments, or equivalently the Fourier space
cumulants. This approach leads to the well-known closure problem fundamental to
nonlinear processes: the evolution equation for a moment of a given order depends
on the moments of higher orders, and without additional assumptions one is left with
an infinite set of equations to solve. This is the classical problem of closure.

In the case of a weakly nonlinear system such as water waves, one way to derive
some information from these equations is to use assumptions that discard all the
cumulants of order higher than a specified value: the Gaussian approximation, for
example, amounts to neglecting cumulants higher than the second. Now, even if the
waves are Gaussian at one location, the evolution equation for the third-order moment
contains a fourth-order moment and a product of second-order moments (see Benney
& Newell 1969), and so the third-order one should not be expected to remain zero.
The shoaling processes in particular are characterized by a very fast evolution, in the
range of at most a few tens of wavelengths, as the system evolves from dominant
cubic to dominant quadratic near-resonant nonlinear interactions (a more intensive
energy exchange mechanism) and from a dispersive to a weakly dispersive medium. As
a result the shallow-water waves exhibit very strongly phase-coupled Fourier modes
and may by no means be regarded as Gaussian.

The first in a sequence of asymptotic closures for weakly nonlinear systems was
obtained by Benney & Saffman (1966), who were able to show that earlier results based
upon cumulant discarding assumptions were valid without the necessity of making
any restrictive assumptions. In a subsequent series of papers, Benney & Newell (1969)
and Newell & Aucoin (1971) among others extended the original derivations to
higher-order closures and discussed further several specific systems. They describe the
mechanism that enables the closure as the action of two separate processes. The first
occurs on a time (length) scale given by a characteristic period (wavelength) of the
waves involving the decoupling of the initial correlations due to the dispersive nature
of the waves, and an approach to the Gaussian state as one might expect from the
Central Limit Theorem. The second process, occurring over longer scales, given by
the characteristic nonlinear time (length) scale, is one of regeneration of these higher
cumulants by nonlinear coupling. The dispersive nature of the medium is essential.
Newell & Aucoin (1971) coined the phrase ‘semi-dispersive’ to denote non-dispersive
media with more than one dimension; closure may still be obtained here with some
quite fine tuning of the theory, due to the dispersive effect of waves travelling in
different directions (these ideas appear in the stochastic directional shallow water
model developed by Abreu, Larazza & Thornton 1992). In one-dimensional non-
dispersive media there is no substitute for dispersion that can induce the decay of
the initial correlations, which are conserved and enhanced by the nonlinearity, and
no such closure seems possible.

In §2 we discuss the general restrictions imposed on the present model and make
some preparatory manipulations of the original governing equations. In the absence
of edge waves, the evolution equation derived by Agnon et al. (1993) is readily
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generalized to a nonlinear second-order shoaling one valid for obliquely incident
and directionally spread spectra, over a mildly sloped bottom. The extension to the
directional deterministic shoaling model is straightforward and we give only its final
form. Starting from this equation, the present study derives, under the restriction
of parallel depth contours, a stochastic directional shoaling model that accounts for
nearly resonant quadratic interactions, presented in §3.

The shoaling problem is one of an inhomogeneous medium. As the waves shoal,
the locked, or bound, waves increase in magnitude, while the dispersion decreases.
The kinetic equation for the energy spectrum has to account for the phase correlation
structure, which is reflected in the bispectrum, or in the distribution of the wave
motion at any frequency among the free waves and the locked waves at different
wavenumbers. We need an equation that has a ‘memory’, and indeed we obtain such
an equation. The kernels of the equation depend on the variation of the wavenumbers
which depend on the variation of the bottom depth. It is well known that in deep
water, or in water of constant depth, spectral evolution requires exact resonant
conditions (which cannot be satisfied by triads of gravity waves). In contrast, the
kernels obtained for shoaling waves have the form of ‘smeared delta functions’ and
account for the important process of non-resonant triad interactions.

Section 4 presents experimental testing of the present model and comments on its
utility compared with the original deterministic one. The stochastic model appears to
be superior in several respects to the deterministic one, but further testing is needed.
Conclusions are given in §5.

2. Formulation of the problem
We write the equations governing the irrotational flow of an inviscid fluid with a

free surface, after expanding the surface boundary conditions in power series about
z = 0 and discarding all terms higher than quadratic in the wave steepness ε, where
ε� 1. They are the Laplace equation:

∇2φ+ φzz = 0, − h 6 z 6 0, (2.1)

the bottom boundary condition:

φz + ∇h · ∇φ = 0, z = −h, (2.2)

the free-surface kinematic boundary condition:

ηt − φz + ∇ · (η∇φ) = 0, z = 0, (2.3)

and the free-surface dynamic boundary condition:

φt + gη + ηφtz + 1
2
|∇φ|2 + 1

2
(φz)

2 = 0, z = 0, (2.4)

where ∇ is the horizontal gradient and φ, η and h are the velocity potential, the
free-surface displacement and the local water depth, respectively. The origin of the
reference frame is taken in deep water at the still water level, with the z-axis upwards.
By eliminating η from (2.3)–(2.4) a new form of the system of governing equations
may be obtained:

∇2φ+ φzz = 0, − h 6 z 6 0, (2.5)

φz + ∇h · ∇φ = 0, z = −h, (2.6)

φtt + gφz =

[
− 1

2
|∇φ|2 − 1

2
(φz)

2 +
1

g
φtφzt

]
t

− ∇ · (φt∇φ), z = 0, (2.7)
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gη = −φt +
1

g
φtφzt − 1

2
|∇φ|2 − 1

2
(φz)

2, z = 0, (2.8)

where the first three equations form a closed system for φ, and η is given as a function
of φ via (2.8).

In what follows we make no assumptions regarding the shallowness of the water,
which is to say kh may be O(1), with k the characteristic wavenumber, so that the
linear dispersion relation has to be used in its full form; we do assume that the beach
slope is mild, that is |∇h| = O(ε) or smaller.

Next, we shall use a multiple scale approach, by defining the slow time t1 = εt
with the time derivative written accordingly as ∂t → ∂t + ε∂t1 , expand (2.5)–(2.8) and
retain, for consistency, only terms up to O(ε2) with respect to the leading terms.

The velocity potential and the free-surface displacement will be expressed as

φ = φ0(x, y, t1) + εφ1(x, y, z, t, t1), (2.9)

η = εη0(x, y, t1) + εη1(x, y, t, t1). (2.10)

Here φ1 and η1 refer to the wave movement, and φ0, η0 denote the slowly varying
mean flow and set-down induced by the waves. It is assumed that ∇φ0 and ∇η0 are
O(ε). The drift velocity potential is formally allowed to be of first order to account for
the growth of the current from O(ε2) in deep water to the same order as the orbital
velocity in shallow water.

In order to separate two systems of equations, one for the slowly varying φ0 and
η0, the ‘zero frequency’ mode, and another for the fast components φ1, η1, it will be
useful to eliminate the variable t by using the Fourier transform to go over to the
frequency domain:

φ̂(ω, t1) =

∫ ∞
−∞
φ(t, t1)e

−iωtdt, (2.11)

φ(t, t1) =
1

2π

∫ ∞
−∞
φ̂(ω, t1)e

iωtdω. (2.12)

After some algebra, which is similar to the derivation in Agnon et al. (1993), the
governing equations (2.1)–(2.4) yield for the fast components the system

∇2φ̂1 + φ̂1zz = 0, − h 6 z 6 0, (2.13)

φ̂1z + ∇h · ∇φ̂1 = 0, z = −h, (2.14)

−ω2φ̂1 + gφ̂1z = −2iωφ̂1t1 − {2iω∇φ0 · ∇φ̂1 + η0[ω
2φ̂1z − g∇2φ̂1]}

+
iω

4π

∫ ∞
−∞

[
∇φ̂(1)

1 · ∇φ̂
(2)
1 + φ̂

(1)
1z φ̂

(2)
1z + 2

ω1ω2

g
φ̂

(1)
1 φ̂

(2)
1z

+2
ω1

ω
∇ · (φ̂(1)

1 ∇φ̂
(2)
1 )
]
δ(ω − ω1 − ω2)dω1dω2 + O(ε3), z = 0, (2.15)

−gη̂1 = iωφ̂1 + [φ̂1t1
+ iωη0φ̂1z + ∇φ0 · ∇φ̂1]

+
1

4π

∫ ∞
−∞

[
∇φ̂(1)

1 · ∇φ̂
(2)
1 + φ̂

(1)
1z
φ̂

(2)
1z

+ 2
ω1ω2

g
φ̂

(1)
1 φ̂

(2)
1z

]
×δ(ω − ω1 − ω2)dω1dω2 + O(ε3), z = 0, (2.16)

where the notation

φ̂
(1)
1 φ̂

(2)
1 = φ̂1(x, y, z, ω1, t1)φ̂1(x, y, z, ω2, t1) (2.17)
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was used in the integrands of (2.15)–(2.16). For the slowly varying components we
shall prefer to use the surface boundary conditions in the form (2.3)–(2.4) and obtain[

η0t1
+ ∇ · (h∇φ0)

]
δ(ω) = − [∇ · (η0∇φ0)] δ(ω)

+
1

4π2

∫ ∞
−∞

iω

g
∇ · (φ̂1∇φ̂∗1)dω + O(ε4), z = 0, (2.18)

[
φ0t1

+ gη0

]
δ(ω) = −

[
1
2
(∇φ0)

2
]
δ(ω)

− 1

8π2

∫ ∞
−∞

[
|∇φ̂1|2 + |φ̂1z |2 − 2

ω2

g
φ̂1(φ̂1z )

∗
]

dω + O(ε3), z = 0. (2.19)

The systems of equations (2.18)–(2.19) and (2.13)–(2.16) form the starting point for
the derivation of the evolution equation for a directional gravity wave spectrum that
will be presented in the following sections.

3. The stochastic evolution equation
The main task in the derivation of the evolution equation for a shoaling directional

gravity wave spectrum is to reduce the three-dimensional system (2.13)–(2.16) to a

single equation by eliminating the vertical structure of the function φ̂1. Assuming
that no significant edge-wave modes are generated, a directional shoaling model
may be obtained as a straightforward generalization of the method used by Agnon
et al. (1993) for the unidirectional case. We shall not present the derivation here (the
details may be found in Sheremet 1996), but cite only several definitions that are
used as a starting point in the derivation and are also needed in what follows. We
look for a solution as a sum of a free and a locked wave forced by pairs of free
waves (higher-order locked waves are not effective on the characteristic scales of the
shoaling process). The velocity potential is written as:

φ̂1 = φ̂1F + φ̂1L = ϕFZF +
ε

µ

∫ ∞
−∞
ϕLZLδ(ω − ω1 − ω2)dω1dω2, (3.1a)

φ̂1|z=0 = ϕ = ϕF +
ε

µ

∫ ∞
−∞
ϕLδ(ω − ω1 − ω2)dω1dω2, (3.1b)

where the functions ZF,L = cosh kF,L(z+ h)/ cosh(kF,Lh) are the free and locked waves
vertical structure respectively, with kL = kF (ω1)± kF (ω2) and kF,L = |kF,L|.

The measure of the departure of the locked wave from the free wave character is
given by the detuning parameter:

µ =
|kF (ω)− (kF (ω1)± kF (ω2))|

|kF (ω)| , (3.2)

which evolves from O(1) in deep water, where the locked wave is of second order with
respect to the free wave, to O(ε) in shallow water as the system approaches quadratic
resonance and the locked wave grows to the same order as the free wave. We have
therefore taken it explicitly in (3.1) of order ε/µ. The absence of edge waves allows
one to use a formal WKB expansion that leads (see the references cited above) to the
evolution equation for the complex amplitude of ϕ:
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∂A

∂t1
+ 1

2
∇ · CgA+ C g · ∇A+ i

[ g
2ω

(k2 − σ4)η0 + k · ∇φ0

]
A

=

∫ ∞
−∞
W (0,1,2)A1A2 exp

[
i

∫
(k − k1 − k2)dx

]
δω0:1,2dω1dω2, (3.3a)

W (0,1,2) =
1

8π

(
2k1 · k2 + (σ1σ2)

2 + k2
1

σ2

σ
+ k2

2

σ1

σ
− σ2σ1σ2

)
, (3.3b)

σ2
j =

ω2
j

g
= kj tanh(kjh) (3.3c)

where

ϕ = Ae−i
∫
kdx,

δω0:1,2 is shorthand for δ(ω − ω1 − ω2) and Cg = Cgk/k is the vector group velocity.
For the unidirectional case of waves propagating normally to the shore, this coincides
with the result obtained by Agnon et al. (1993). When the depth variation in the
direction parallel to the beach is much slower than the slope normal to the beach, the
wavenumber in the long-shore direction is another constant of motion, in addition
to the frequency. Going over to the long-shore wavenumber domain turns out to
simplify considerably the description of directional spectra (the idea is described in
detail in Suh et al. 1990). Denote the cross- and long-shore coordinates by x and
y respectively, and the corresponding wavenumbers kx and κ. Formally, taking the
Fourier transform of the evolution equation over y amounts to bringing κ and ω
onto an equal footing in (3.3), which gives

∂A

∂t1
+

1

2

∂

∂x

(
kx

k
Cg

)
A+ Cg

kx

k

∂A

∂x
+ i
[ g

2ω
(k2 − σ4)η0 + kxφ0x

]
A

=

∫ ∞
−∞
W (0,1,2)A1A2 exp

[
−i

∫ x

−∞
(k − k1 − k2)dx

]
δω0:1,2δ

κ
0:1,2dω1dω2dκ1dκ2 (3.4a)

W (0,1,2) =
1

8π

[
2k1 · k2 + (σ1σ2)

2 + k2
1

σ2

σ
+ k2

2

σ1

σ
− σ2σ1σ2

]
. (3.4b)

The wavenumber squared is k2
i = k2

x,i + κ2
i . It should be noted that the function

A = A(x, x1, y, y1, ...ω, t1, ...) appearing in equation (3.3) is different from the one in
(3.4), where A = A(x, x1, ..., κ, ω, t1, ...). Since, however, both functions play the same
role – an amplitude – in the derivation of the evolution equation, to keep the formulae
simple we preferred to use the same notation for both.

Equation (3.4), valid for a mildly sloping beach all the way from deep into shallow
water, is the starting point for the derivation of the stochastic model. It should be
stressed that use is made of it in the following derivation only in the domain where
the medium is still dispersive, that is beyond the region where Airy’s theory for very
long waves in shallow water is applicable (this is the ‘semi-dispersive’ domain of the
model developed by Abreu et al. 1992 and requires special treatment). We shall first
bring it to a discrete form, needed also for numerical integration purposes, by writing
for the velocity potential the Fourier expansion

φ = − i

2

∞∑
l=−∞

∞∑
f=1

[
Afl exp

[
i

(∫
kx,fldx+ κly − ωft

)]
−A∗fl exp

[
−i

(∫
kx,fldx+ κly − ωft

)]]
, (3.5)
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which yields for the function ϕ the expression

ϕ = − i

2
(2π)2

∞∑
l=−∞

∞∑
f=1

[
Afl exp

(
i

∫
kx,fldx

)
δ(ω + ωf)δ(κ− κl)

−A∗fl exp

(
−i

∫
kx,fldx

)
δ(ω − ωf)δ(κ+ κl)

]
,

with the mesh in the (ω, κ) domain defined as ωf = fω1 and κl = lκ1, f = 1, 2, . . .
(positive integer) and l = . . . ,−2, 1, 0, 1, 2, . . . (integer), and δ the Kronecker symbol.
Substitution of the above into (3.4) gives the discrete equation

∂Afl

∂t1
+

1

2

∂

∂x

(
Cgx,fl

)
Afl + Cgx,fl

∂Afl

∂x
+ i

[
g

2ω
(k2
f − σ4

f)η0 + kx,fl
∂φ0

∂x

]
Afl

= −i
∑
f1 ,l1

∑
f2 ,l2

W (0,1,2)Af1l1Af2l2 exp

[
−i

∫ x

−∞
∆0:1,2dx

]
δω0:1,2δ

κ
0:1,2

−i
∑
f1 ,l1

∑
f2 ,l2

2W (0,−1,2)Af1l1Af2l2 exp

[
i

∫ x

−∞
∆2:0,1dx

]
δω2:0,1δ

κ
2:0,1, (3.6a)

W (0,±1,2) =
1

8

[
±2kf1l1 · kf2l2 + (σf1

σf2
)2 + k2

f1

σf2

σf
± k2

f2

σf1

σf
∓ σ2

fσf1
σf2

]
, (3.6b)

where Cgx,fl = Cg,fkx,fl/kf is the cross-shore component of the group velocity and

∆0:1,2 = kx,fl − kx,f1l1 − kx,f2l2 . By introducing the variable Bfl = C
1/2
gx,flAfl one obtains,

for the steady-state case, the somewhat simpler form

dBfl
dx

+
i

Cgx,fl

[
g

2ωf
(k2
f − σ4

f)η0 + kfφ0x1

]
Bfl

= −i
∑
f1 ,l1

∑
f2 ,l2

W̃ (0,1,2)Bf1l1Bf2l2 exp

[
−i

∫ x

−∞
∆0:1,2dx

]
δω0:1,2δ

κ
0:1,2

−i
∑
f1 ,l1

∑
f2 ,l2

2W̃ (0,−1,2)B
∗
f1l1
Bf2l2 exp

[
i

∫ x

−∞
∆2:0,1dx

]
δω2:0,1δ

κ
2:0,1, (3.7a)

W̃ (0,±1,2) = W (0,±1,2)

(
Cgx,flCgx,f1l1Cgx,f2l2

)−1/2
. (3.7b)

A special modification of a rather standard procedure will be used in what follows
to derive the stochastic model (see Sheremet 1996 for the details). Multiply equation
(3.7) by B∗fl and add to the complex conjugate of the same equation to obtain

d|Bfl |2
dx

= 2
∑
f1 ,l1

∑
f2 ,l2

W̃ (0,1,2)Im

[
B∗flBf1l1Bf2l2 exp

(
−i

∫ x

−∞
∆0:1,2dx

)]
δω0:1,2δ

κ
0:1,2

−2
∑
k,f

2W̃ (0,−1,2)Im

[
B∗flB

∗
f1l1
Bf2l2 exp

(
i

∫ x

−∞
∆2:0,1dx

)]
δω2:0,1δ

κ
2:0,1 (3.8)

where Im[F] denotes the imaginary part of F .
Under the common assumption that the modal phases are to leading order un-

correlated, the right-hand side of (3.8) cancels in the average yielding the linear
approximation to the energy flux conservation equation. In order to obtain a descrip-
tion of the effect of the nonlinear interactions one has to go to higher-order terms, and



86 Y. Agnon and A. Sheremet

evaluate the derivative of products of the type ∂ (B∗BB) /∂x using equation (3.7) and
average again. Benney & Saffman (1966) have shown that for dispersive waves the
leading-order contribution to the kinetic equation comes from products with repeated
indices. Using the notation 〈. . .〉 for the ensemble average one can write the relations

d

dx
〈B∗flBf1l1Bf2l2〉 = 2i

[
W̃ (0,1,2)〈|Bf1l1 |2〉〈|Bf2l2 |2〉+ W̃ (1,−2,0)〈|Bf2l2 |2〉〈|Bfl |2〉

+W̃ (2,−1,0)〈|Bf1l1 |2〉〈|Bfl |2〉
]

exp

[
i

∫ x

−∞
∆0:1,2dx

]
δω0:1,2δ

κ
0:1,2, (3.9a)

d

dx
〈B∗flB∗f1l1

Bf2l2〉 = −2i
[
W̃ (0,−1,2)〈|Bf1l1 |2〉〈|Bf2l2 |2〉+ W̃ (1,−0,2)〈|Bf2l2 |2〉〈|Bfl |2〉

+W̃ (2,1,0)〈|Bf1l1 |2〉〈|Bfl |2〉
]

exp

[
−i

∫ x

−∞
∆2:0,1dx

]
δω2:0,1δ

κ
2:0,1, (3.9b)

which may be integrated with respect to x by assuming that the spectrum varies
slowly with x. Integrating by parts, we may neglect the terms in which the derivatives
of the spectrum appear, since they are O(ε2) smaller. For simplicity we neglect the
bispectrum in deep water (which is very small in a nearly Gaussian sea). It can be
shown that this does not affect the shoaling spectrum.

After integration and substitution back into equation (3.8) one obtains the equation:

d

dx
〈|Bfl |2〉 = 4

∑
f1 ,l1

∑
f2 ,l2

[W̃ (0,1,2)〈|Bf1l1 |2〉〈|Bf2l2 |2〉+ W̃ (1,−2,0)〈|Bf2l2 |2〉〈|Bfl |2〉

+W̃ (2,−1,0)〈|Bf1l1 |2〉〈|Bfl |2〉]W̃ (0,1,2)Re[J0:1,2]δ
ω
0:1,2δ

κ
0:1,2

+8
∑
f1 ,l1

∑
f2 ,l2

[W̃ (0,−1,2)〈|Bf1l1 |2〉〈|Bf2l2 |2〉+ W̃ (1,−0,2)〈|Bf2l2 |2〉〈|Bfl |2〉

+W̃ (2,1,0)〈|Bf1l1 |2〉〈|Bfl |2〉]W̃ (0,−1,2)Re
[
J2:0,1

]
δω2:0,1δ

κ
2:0,1. (3.10)

Here Re[F] means the real part of F . The function J appearing in (3.10) is defined
as:

J0:1,2 = exp

[
−i

∫ x

−∞
∆0:1,2dx

′
] ∫ x

−∞
exp

[
i

∫ x′

−∞
∆0:1,2dζ

]
dx′. (3.11)

With a change of variables, we get

J0:1,2 =

∫ ∞
−∞
H(t) exp

[
i

∫ t

0

∆0:1,2dζ

]
dt, (3.12)

where H is the Heaviside function. J satisfies the simple differential equation

d

dx
J0:1,2 + i∆0:1,2J0:1,2 = 1. (3.13)

In (3.12) the dependence of J on x is by way of the argument of ∆0:1,2 = ∆0:1,2(x− ζ).
If the wavenumbers do not depend on the x-coordinate, as for the case of deep water,
it may be seen from (3.12) that J is simply

J0:1,2 = πδ(∆0:1,2)−
i

∆0:1,2

. (3.14)

In the case of constant depth Re
[
J0:1,2

]
= 0 and there is no triad interaction. For

waves in which triad interaction is possible, the kernel for the interaction (which plays
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a role similar to that of Re
[
J0:1,2

]
), like the kernel for traditional four-wave interac-

tion, is of a homogeneous medium, and the information of the global bathymetry does
not enter the picture. In the case of an inhomogeneous medium, there is considerable
build-up of the bispectrum (through the generation of large locked waves). The infor-
mation about the bispectrum is implicitly brought in through the function J, which
stores the history of the bathymetry. Equation (3.10) can easily be generalized to
include the term due to the initial bispectrum, when the sea is not initially Gaussian.
We then see that this term gives rise to recurrence in the spectra of waves over a flat
bottom.

The equation may also be written in terms of energy fluxes. Denote by Ffl the
averaged linear energy flux corresponding to the Fourier mode (f, l), which is related
to the former variable 〈|B|2〉 by

Ffl =
1

2

ω2
f

g2
〈|Bfl |2〉 (3.15)

and the new form of the equation (3.10) is

d

dx
Ffl = 8

∑
f1 ,l1

∑
f2 ,l2

[
T (0,1,2)Ff1l1Ff2l2 + T (1,−2,0)Ff2l2Ffl + T (2,−1,0)Ff1l1Ffl

]
T (0,1,2)

×Re
[
J0:1,2

]
δω0:1,2δ

κ
0:1,2

+16
∑
f1 ,l1

∑
f2 ,l2

[
T (0,−1,2)Ff1l1Ff2l2 + T (1,−0,2)Ff2l2Ffl + T (2,1,0)Ff1l1Ffl

]
T (0,−1,2)

×Re
[
J2:0,1

]
δω2:0,1δ

κ
2:0,1, (3.16)

with the new kernel function T defined as

T (0,±1,2) =
gωf

ωf1
ωf2

W̃ (0,±1,2). (3.17)

Equation (3.16) is the main result of the present work. To integrate it numerically
one needs only the power spectrum of the deep-water wave field and the beach
bathymetry.

Both for reasons of simplicity and because of scarcity of data, preliminary testing of
the stochastic directional shoaling model (3.16) has been conducted on the simplified
unidirectional version that is obtained under the assumption that the waves propagate
normally to the shore. For this particular case (3.16) reads

d

dx
Ff = 8

∑
f1 ,f2

[
T 0,1,2Ff1

Ff2
+ T (1,−2,0)Ff2

Ff + T (2,−1,0)Ff1
Ff
]
T (0,1,2)

×Re
[
J0:1,2

]
δω0:1,2

+16
∑
f1 ,f2

[
T (0,−1,2)Ff1

Ff2
+ T (1,−0,2)Ff2

Ff + T (2,1,0)Ff1
Ff
]
T (0,−1,2)

×Re
[
J2:0,1

]
δω2:0,1. (3.18)

Equations (3.18) and (3.13) form a closed system that may be integrated numerically
given initial conditions in the form of a deep-sea power spectrum of the incoming
wave field (since in this approximation the evolution of the wave field has no feedback
from the evolution of the mean variables η0 and φ0 we shall ignore them in what
follows).

An illustration of the idea used in the integration of (3.9) is given in figure 1(a)
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Figure 1. The evolution of the two factors in (3.9) plotted as functions of position for the peak and
its second harmonic interaction (JONSWAP spectrum, (Tpeak = 12.2 s, Hsig = 2.2 m)), shoaling over
a 1% sloped bottom. (a) The term in the square brackets (dashed line) and the imaginary part of
the exponential term (solid line). (b) The function J computed for the same triad.

where the evolution of the term in square brackets is plotted as a function of x for a
typical spectrum (peak period 12 s – see §4.2). The interaction is of the triad (f, f, 2f),
f being the spectral peak frequency. The bottom slope is 1%. Also plotted is the
imaginary part of the exponential term. It is seen that in this case the latter varies
much faster than the former and we may ‘take’ the slowly varying term outside the
integration. This scale separation is less pronounced in less dispersive situations (that
is, larger Ursell parameter, see §4). Still, we find good agrreement with measurements
and with the deterministic model. The evolution of J for the same triad is plotted
in figure 1(b). It is seen that the spatial resolution required is largely reduced by not
resolving the bispectrum.

Numerical examples using the simplified version of (3.18) are discussed in the next
section.

4. Comparison with laboratory measurements
We have tested the performance of the numerical stochastic model against two

sets of laboratory simulations: one for a bimodal spectrum evolution data from
an experiment carried out by WES Research Division (a detailed presentation of
the measurements is available in Briggs, Smith & Green 1991); and one for a more
realistic unimodal shoaling spectrum (JONSWAP) from a set of measurements carried
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out at CAMERI - Coastal and Marine Engineering Research Institute, Technion (for
details see Sheremet & Stiassnie 1996).

Tests conducted on simulated data have shown that the number of modes chosen to
describe the spectral evolution is not a critical parameter as long as the main features
of the initial spectrum are preserved. The number of equations in the system grows
roughly like N2, where N is the number of Fourier modes, and although part of the
equations (those for the J function) may be integrated separately, as they depend
only on the bathymetry and the modal frequencies, the numerical effort can still be
rather large. Therefore, the spectral analysis for the simulations was tuned to obtain
smoother and lower-resolution spectral estimates, and the tail part of the spectrum
was discarded (the energy in the discarded part was in both cases presented much
less than 1% of the total energy). The number of modes was thus reduced to 30 for
the bimodal simulations and 60 for the unimodal ones. In both cases, 50 independent
runs were averaged to obtain the spectral evolution. Standard spectral analysis was
used in both cases: each individual sequence was windowed using a Hanning window,
then transformed to the frequency domain using standard FFT routines. The sample
spectral densities were then averaged to obtain the power spectra.

The results of the stochastic numerical model were also compared to that of the
averaged deterministic model derived by Agnon et al. (1993). We present the results
of the runs only for one (the first) set of data, as reference – the deterministic model
behaved consistently throughout. From measurements in time series form, the correct
initial phases are readily derived; we note, however, that in general the initial data
for such a model might well be expected to come from sources that give only spectral
density information (an open-sea wave forecasting model for example).

To increase the readability of the numerical results, three frequency domains were
separated by vertical lines: a ‘long waves’ a ‘medium waves’ and a ‘short waves’
band. The limits of each band were defined differently from case to case. It should
be stressed that this division is done here in order to separate the spectral peaks. A
‘band significant height’ may be defined by the relation

H2
domain = 16

∫ f2

f1

S(f)df (4.1)

where domain stands for ‘long’, ‘medium’ or ‘short’ and f1 and f2 are the corresponding
frequency limits. The above parameter may be regarded as a convenient way to
describe the energy within a certain frequency interval.

As pointed out before, there is no sense in looking for a stochastic model for the
case of unidirectional non-dispersive media. The usefulness of (3.18) depends on how
close the actual data are to this case. One parameter that gives a measure of how
close the case is to Airy’s theory of very long waves in shallow water (non-dispersive
medium) is the Ursell number Ur = a/(k2h3) with a, k and h the characteristic
amplitude and wavenumber of the wave field and the local depth respectively. The
computed Ursell numbers (based on the ‘band significant heights’ and peak frequency)
are given in the plots next to each of the peaks.

As a simple test of the statistical properties of the measurements, we compare the
probability distribution of the normalized water level variable (zero mean and unit
standard deviation) to the normal probability distribution, together with the evolution
of the bicoherence. The natural evolution of the wave field during shoaling is quite
obvious in both cases: the waves peak and develop longer and shallower troughs, in
effect evolving towards a train of solitons. To obtain a measure of the modal phase
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correlations we used the bispectral analysis techniques, e.g. Elgar & Guza (1985). The
bispectrum is defined as the Fourier transform of the third-order cumulant:

B(ω1, ω2) =

(
1

2π

)2 ∫ ∞
−∞
S(τ1, τ2) exp [−iω1τ1 − iω2τ2] dτ1dτ2,

S(τ1, τ2) = 〈η(t)η(t+ τ1)η(t+ τ2)〉

 (4.2)

with S the third-order cumulant and the angular brackets the averaging operator.
For discretely sampled data the digital bispectrum is

B(ωk, ωj) = 〈AωkAωjA∗ωk+ωj 〉. (4.3)

The bicoherence (the magnitude of the bispectrum normalized to the [0, 1] interval),
which is a more convenient way to represent the phase correlation information, is
defined by

b2(ωk, ωj) =
|B(ωk, ωj)|2

〈|AωkAωj |2〉〈|Aωk+ωj |2〉
. (4.4)

For a Gaussian field the bicoherence is zero. The bicoherence will exhibit a pronounced
peak at the frequencies (ωk, ωj) if the modes k and j are phase correlated.

4.1. Bimodal spectral evolution

From the laboratory data gathered by the WES Research Division (Briggs et al.
1991), the only case available to us that seemed to fit most of the restrictions imposed
in the derivation of the model equation (3.18) – i.e. propagation normal to the shore
over nearly parallel depth contours, with no breaking – was code named D81, a
bimodal case with two peaks at the frequencies 0.4 and 0.8 Hz. The data consist of
time series, 6500 records each (sampling frequency of 10 Hz) measured in an array
of 20 locations of which 10 locations were distributed normally to the shore.

Figure 2 shows the evolution of the leading-order energy flux density (an invariant
for a linear evolution). The plots indicate that the nonlinear evolution starts at about
26 cm depth, the fourth location in the cross-shore array. Breaking or other dissipation
mechanisms appear to become active around the depth of 19 cm. We shall therefore
omit the deeper locations in our presentation.

Figure 3 shows the probability distribution of the normalized water level against
the normal distribution, together with the bicoherence at the same gauges. It seems
that the Gaussian approximation is still valid only up to the depth of 29–25 cm.
The evolution of the bicoherence given in figure 3 seems to confirm part of the
expectations. Again, the sudden degradation of the correlations seen at the 15 cm
depth indicates some dissipation.

The performance of the model (3.18) may be seen in figure 4 where the predicted
power spectral density is plotted against the measured one. The predictions follow
rather closely the measurements up to the depth of 15 cm. The results seem to indicate
a value of Ur of about 1.5 as a possible threshold for the transition from a dispersive
to non-dispersive medium.

Figure 5 shows the behaviour of the model derived by Agnon et al. (1993). The
agreement with measurements is very good in the full range of depths, especially if
we note that breaking begins at about 0.2 m depth. As noted above, in this region
there is already dissipation of energy.
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Figure 2. WES data set. Energy flux density evolution (a–f); the energy flux density is an
invariant for linear shoaling.

4.2. Unimodal spectrum (JONSWAP) simulations

Being designed as simulations of typical storms in the Eastern Mediterranean, the
CAMERI laboratory simulations (Sheremet & Stiassnie 1966) are, in a sense, a much
more interesting testing ground for the present model. The experiment was carried
out in the CAMERI towing tank, using a bi-dimensional model (scale 1: 40) of the
bathymetry in front of the Acre Harbour. The evolution of the waves was monitored
from 30 m depth to 6 m depth (prototype), at 13 locations uniformly distributed along
a region roughly divided into two segments: the first having a slope of about 5%, from
30 to 8 m depth, and the second with a slope of about 1%, from 8 to 6 m depth. Most
of the nonlinear evolution occurred within the second shorter and shallower segment.
A JONSWAP spectrum with γ = 2.8, characteristic of waves measured in the Eastern
Mediterranean, was used to simulate the deep water spectral density. A total of 10
storm simulations with different peak periods and significant heights (ranging from 9 s
to 14 s and from 1.5 m to 3 m respectively – care was taken to prevent wave-breaking)
were performed with the aim to provide data for testing the stochastic model. The
two cases we present (Tpeak = 12.2 s, Hsig = 2.2 m) and (Tpeak = 14.4 s, Hsig = 2.0 m)
are representative of the overall performance of the model.

All the numbers that appear in what follows refer to the prototype scale.
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Figure 3. WES data set. Normalized time series histograms against the normal Gaussian distribution
(a, c, e). The bicoherence at the same depths (b, d, f). The level curves are drawn at 0.2 increments.
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Figure 4. WES data set. Comparison of the numerical integration of the stochastic model (—)
against measured data (◦). The frequency domain is divided into three regions of ‘long’, ‘medium’
and ‘short’ waves. The computed ‘significant height’ (Hl, Hm, Hs for long, medium and short wave
height) are shown for both the measured and the numerical solution. The corresponding Ursell
number is written close to each of the spectral peaks.

As with the former case, we plot the evolution of the leading-order approximation
to the energy flux density, in figure 6 for the case (Tpeak = 12.2 s, Hsig = 2.2 m); little
nonlinear evolution is observed up to gauge No. 8, at 9.6 m depth. The nonlinear
energy transfer from the peak of the spectrum to its first and second harmonic is
striking, as is the excitation of the longer waves in the spectrum.

The evolution of the bicoherence given in figure 7 for the same wave seems to
confirm part of the expectations. The sea is Gaussian to a good approximation at
the first gauge, at depth 30 m (prototype). While the spectral evolution is weak in
the deeper segment of the domain, phase correlations are seen to build up, as the
distribution of the sea surface becomes slightly skewed, with shallower and longer
troughs and sharper peaks.

The performance of the stochastic model is shown in figures 8 and 9 for the
(Tpeak = 12.2 s, Hsig = 2.2 m) and (Tpeak = 14.4 s, Hsig = 2.0 m) waves respectively. As
before, we present the numerical spectra against the measured ones, plots (a) to (e). The



94 Y. Agnon and A. Sheremet

2.0

1.5

1.0

0.5

0 0.5 2.0 2.5

S
pe

ct
ra

l d
en

si
ty

 (
m

2  
s) (×10–3)

Ur = 0.2

Ur = 1.1

2.0

1.5

1.0

0.5

0 1.5 2.0 2.5

(×10–3) Ur = 0.56

Ur = 2.6

meas.
Hl = 0.043
Hm = 0.081
Hs = 0.033

model
Hl = 0.043
Hm = 0.081
Hs = 0.033

(a)  h = 0.3993 m

meas.
Hl = 0.046
Hm = 0.074
Hs = 0.041

model
Hl = 0.049
Hm = 0.077
Hs = 0.041

(b)  h = 0.2591 m

2.0

1.5

1.0

0.5

0 1.5 2.0 2.5

S
pe

ct
ra

l d
en

si
ty

 (
m

2  
s) (×10–3) Ur = 0.76

Ur = 3.3

2.0

1.5

1.0

0.5

0 1.5 2.0 2.5

(×10–3)
Ur = 1.1

Ur = 4.3

meas.
Hl = 0.046
Hm = 0.07
Hs = 0.043

model
Hl = 0.05
Hm = 0.075
Hs = 0.045

(c)  h = 0.2256 m

meas.
Hl = 0.044
Hm = 0.063
Hs = 0.042

model
Hl = 0.053
Hm = 0.071
Hs = 0.05

(d)  h = 0.192 m

2.0

1.5

1.0

0.5

0 1.5 2.0 2.5

S
pe

ct
ra

l d
en

si
ty

 (
m

2  
s) (×10–3)

Ur = 1.8

Ur = 6.1

2.0

1.5

1.0

0.5

0 1.5 2.0 2.5

(×10–3)

Ur = 2.8

Ur = 8.9

meas.
Hl = 0.043
Hm = 0.059
Hs = 0.043

model
Hl = 0.056
Hm = 0.068
Hs = 0.053

(e)  h = 0.1585 m

meas.
Hl = 0.042
Hm = 0.052
Hs = 0.046

model
Hl = 0.058
Hm = 0.065
Hs = 0.059

( f )  h = 0.128 m

Frequency (s–1) Frequency (s–1)

1.0 1.5 1.00.5

1.00.51.00.5

1.00.51.00.5

Figure 5. WES data set. Comparison of averaged numerical integrations of the deterministic model
against measured data, power spectra (see figure 4 for notation). The phase sets were derived directly
from fast-Fourier-transformed data sequences. The shaded area around the averaged numerical
integrations has a vertical span equal to twice the standard deviation.

frequency domains separated by vertical lines are defined here by the ‘long wave band’
upper bound (at about 25 s) and the ‘medium waves’ one (at ∼9 s) which separate the
spectral peak from its second harmonic. The Ursell number value is also written close
to the spectral peak, along with the values of the ‘band significant heights’, measured
and computed. One notices that the performance of the model is very good, again
as long as the Ursell number stays smaller than 1.5, in agreement with the earlier
observations. Figure 10 shows the evolution of the ‘band significant heights’ in the
two cases presented. The model is seen to follow the trends of the measurements.

5. Conclusions
The unidirectional model of Agnon et al. (1993) may be generalized in a rather

straightforward manner to a deterministic directional shoaling model for a non-
breaking, edge-modes-free wave field over a mildly sloping beach. Imposing the addi-
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Figure 6. CAMERI data set (Tpeak = 12.2 s, Hsig = 2.2 m). Energy flux density evolution, (a–f);
the energy flux density is an invariant for linear shoaling.

tional restriction of parallel depth contours, the deterministic model may be averaged
to obtain a stochastic directional shoaling model. The new stochastic model takes into
account the development of phase correlation in bound waves in an implicit way. We
see that in an inhomogeneous-medium non-resonant spectral evolution occurs.

Numerical simulations based on two sets of data are presented. The CAMERI data
set is representative of the performance of the stochastic model throughout a rather ex-
tensive series of tests against laboratory data. The results of the numerical simulations
agree well with the measurements, especially if one takes into account that the Acre
bathymetry is not the ideal testing ground for the present model: 5% slope means a
jump of 20 m in depth over a 400 m long stretch, barely twice the deep-water spectral
peak wavelength, whereas the model was developed under the specific restriction of a
mild bottom slope (say 1%). The model also lacks an energy dissipation mechanism
– it cannot account for wave breaking, which might have occurred in the CERC ex-
periment. However, it has been observed (Battjes & Beji 1992) that breaking does not
change by much the shape of the spectrum. Indeed we see that the measured spectra
are similar in shape to the calculated spectra, although their energy level is reduced.
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Figure 7. CAMERI data set (Tpeak = 12.2 s, Hsig = 2.2 m). Normalized time series histograms
against the normal Gaussian distribution (a, c, e). The bicoherence at the same depths (b, d, f). The
level curves are drawn at 0.1 increments from the 0.3 level.
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Figure 8. CAMERI data set (Tpeak = 12.2 s, Hsig = 2.2 m). Comparison of the numerical in-
tegration of the stochastic model (—) against measured data (◦) – see text and figure 4 for
explanations.

Comparison with laboratory data seems to indicate that the model also works
rather well beyond the domain where the waves may be regarded as Gaussian. The
real limit of its usefulness is decided by the dispersivity of the medium. In a non-
dispersive one-dimensional medium (very long waves in shallow water) there seems
to be no possible closure and in this case unidirectional calculations lose all relevance
(see the work of Abreu et al. 1992). Our numerical integrations appear to confirm
these statements.

Good agreement with measurements was obtained for both the stochastic model
and the averaged deterministic one, but it must be pointed out that although the
former seems to solve the averaging problem, it does so under additional restrictions
and assumptions. Given a sufficient number of realizations and the correct initial
phases, the latter is, at least theoretically, better and valid in a wider domain. It is
our feeling that the two should be regarded as complementary: for detailed analysis
of an unknown sea state for which there is enough data and time, the deterministic
approach should be chosen. However, routine forecasts that need speed and are
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Figure 9. CAMERI data set, (Tpeak = 14.4 s, Hsig = 2.0 m). Comparison of the numerical in-
tegration of the stochastic model (—) against measured data (◦) – see text and figure 4 for
explanations.
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Figure 10. CAMERI data set. Evolution of the ‘band significant heights’ for the two cases presented
in figures 8 and 9: (a) Tpeak = 12.2 s, Hsig = 2.2 m and (b) Tpeak = 14.4 s, Hsig = 2.0 m. Symbols are
used to plot the measured data; the numerical integrations are plotted as solid lines.
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dealing with sea conditions that are more or less understood are better served by
stochastic models.
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